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ABSTRACT

We present BGPStream, an open-source software framework for the analysis of both historical and real-time Border Gateway Protocol (BGP) measurement data. Although BGP is a crucial operational component of the Internet infrastructure, and is the subject of research in the areas of Internet performance, security, topology, protocols, economics, etc., there is no efficient way of processing large amounts of distributed and/or live BGP measurement data. BGPStream fills this gap, enabling efficient investigation of events, rapid prototyping, and building complex tools and large-scale monitoring applications (e.g., detection of connectivity disruptions or BGP hijacking attacks). We discuss the goals and architecture of BGPStream. We apply the components of the framework to different scenarios, and we describe the development and deployment of complex services for global Internet monitoring that we built on top of it.

1. INTRODUCTION

We present BGPStream, an open-source software framework 1 for the analysis of historical and live Border Gateway Protocol (BGP) measurement data. Although BGP is a crucial operational component of the Internet infrastructure, and is the subject of fundamental research (in the areas of performance, security, topology, protocols, economy, etc.), there is no efficient way of processing large amounts of BGP measurement data. BGPStream fills this gap by making available a set of APIs and tools for processing large amounts of live and historical data, thus supporting investigation of specific events, rapid prototyping, and building complex tools and efficient large-scale monitoring applications (e.g., detection of connectivity disruptions or BGP hijacking attacks). We discuss the goals and architecture of BGPStream and we show how the components of the framework can be used in different applicative scenarios.

2. BACKGROUND

BGP Data at Router Level

The Border Gateway Protocol (BGP) is the de-facto standard inter-domain routing protocol for the Internet: its primary function is to exchange reachability information among Autonomous Systems (ASes) [52]. Each AS announces to the others, by means of BGP update messages, the routes to its local prefixes and the preferred routes learned from its neighbors. Such messages provide information about how a destination can be reached through an ordered list of AS hops, called an AS path.

A BGP router maintains this reachability information in the Routing Information Base (RIB) [52], which is structured in three sets:

- **Adj-RIBs-In**: routes learned from inbound update messages from its neighbors.
- **Loc-RIB**: routes selected from Adj-RIBs-In by applying local policies (e.g., shortest path, peering relationships with neighbors); the router will install these routes in its routing table to establish where to forward packets.
- **Adj-RIBs-Out**: routes selected from Loc-RIB, which the router will announce to its neighbors; for each neighbor the router creates a specific Adj-RIB-Out based on local policies (e.g., peering relationship).

BGP Data Collection

Some operators make BGP routing information from their routers available for monitoring, troubleshooting and research purposes. BGP looking glasses give users limited (e.g., read-only) access to a command line interface of a router, or allow them to download the ASCII
output of the current state of the router RIB. Looking glasses are more useful for interactive exploration rather than systematic and continuous data acquisition. The latter can instead be implemented either (i) by establishing a BGP peering session with the monitored router from a dedicated system (a route collector), or (ii) through a protocol specifically designed for monitoring purposes, such as OpenBMP [30,58]. OpenBMP is an open-source implementation of the BGP Monitoring Protocol defined in an IETF draft [58] and supported by latest versions of JunOS and Cisco IOS. The protocol allows a user to periodically access the Adj-RIBs-In of a router or to monitor its BGP peering sessions. While OpenBMP can be easily deployed within an AS to monitor its BGP routers, there are currently no projects that make such data publicly available. Route collectors instead, are often used for this purpose [48,49,56]. A route collector is a host running a router from a dedicated system (e.g., Quagga [50]), which emulates a route collector process (e.g., RouteViews [48,49,56], RIPE RIS [56]). They currently operate route collectors and making their dumps available in public archives are RouteViews [48] and RIPE RIS [56]. They currently operate 18 and 13 collectors respectively, which in total peer with approximately 380 and 600 VPs distributed worldwide (this number increases every year). Analyzing data from multiple VPs is of fundamental importance for most Internet studies, since each router has a limited view of the Internet topology and, even when full-feed, a VP shares only part of this information (the preferred routes). Moreover, macroscopic Internet phenomena visible through the routing infrastructure (e.g., outages, cyber attacks, peering relationships, performance issues, route leaks, router bugs) affect Internet routers differently, as a function of geography, topology, router operating system and hardware characteristics, operator, etc..

Such a distributed and detailed – even if partial – view of the inter-domain routing plane, generates large amounts of data (>2TB of compressed data collected in 2015 alone). RouteViews and RIPE RIS collectors save a RIB dump every 2 and 8 hours and an Updates dump every 15 and 5 minutes, respectively. Both projects save RIB and Updates dumps in a binary format, standardized by the IETF, called the Multi-Threaded Routing Toolkit (MRT) routing information export format [9]. RouteViews and RIPE RIS archives date back to 2001 and 1999 respectively, enabling longitudinal studies relevant to understand the evolution of the Internet infrastructure and its impact in other fields.

Software Frameworks and APIs

The most widely adopted software for BGP data analysis in the research community [5,7,18,37,53,57,60] is libBGPdump [54], an open source C library that provides a simple API to parse BGP dumps in MRT format and deserializes MRT records into custom data struc-
structures. It is distributed along with a command-line tool, bgpdump, that outputs MRT information read from a file in an ASCII format. Often researchers directly use the command-line tool to translate entire BGP dumps into text, and then parse the ASCII output to further process or archive the data. Although bgpdump has been an invaluable tool to support the analysis of BGP data over the last decade, it lacks the advanced features that we discuss in the next section (e.g., merging and sorting data from multiple files and data sources, supporting live processing, scalability, etc.).

There have been several projects that process BGP measurement data in real-time, developed both by industry (e.g., Dyn Research [28]) and academia (e.g., PHAS [41]), however their approaches are either undisclosed, or are specific to a certain application (i.e. they are not generalized frameworks). An exception is BGPmon [3, 63], a distributed monitoring system that retrieves BGP information by establishing BGP sessions with multiple ASes and that offers a live BGP data stream in the XML format (which also encapsulates the raw MRT data). Despite the fact that BGPmon enables rapid prototyping of live monitoring tools, it currently provides access to a limited number of VPs (compared to the vast number of VPs connected to RIS and RouteViews infrastructure), and it cannot be used for historical processing.

Towards Realtime Streaming of BGP Data

On the other hand, in the context of live monitoring, the major issue with popular public data sources such as RouteViews and RIPE RIS, is their file-based distribution system and thus the latency with which collected data is made available. Our measurements [24] show that, in addition to the 5 and 15 minutes delay due to file rotation duration, there is a small amount of variable delay due to publication infrastructure. However, 99% of Updates dumps in the last year were available in less than 20 minutes after the dump was begun. Since these latency values are low enough to enable several near-realtime monitoring applications, we began developing BGPStream with support for these data sources.

The research community recognizes the need for better support of live BGP measurement data collection and analysis. Since early 2015, we have been cooperating with other research groups and institutions (e.g., RouteViews, BGPMon, RIPE RIS) to coordinate efforts in this space [17]. Both RIPE RIS and BGPMon are developing a new BGP data streaming service (including investigating support for streamed MRT records), and BGPMon partners with RouteViews to include in this space [17]. Both RIPE RIS and BGPMon are developing a new BGP data streaming service (including investigating support for streamed MRT records), and BGPMon partners with RouteViews to include in the forthcoming next-generation BGPMon service all of their collectors. Experience with the development of BGPStream informed development efforts of the other research teams and vice-versa. While BGPStream is fully usable today, we envision that the forthcoming developments of these projects, likely deployed in 2016, will enhance BGPStream capabilities.

3. BGPSTREAM CORE

The BGPStream framework is organized in multiple layers (Figure 2). We discuss the core layers (meta-data providers and libBGPStream) in this section, whereas we illustrate the upper layers, through case studies, in the remainder of the paper. Meta-data providers serve information about the availability and location of data from data providers, (either local or remote) which are data sources external to the BGPStream project.

libBGPStream, the main library of the framework (Section 3.3), provides the following functionalities: (i) transparent access to concurrent dumps from multiple collectors, of different collector projects, and of both RIB and Updates; (ii) live data processing; (iii) data extraction, annotation and error checking; (iv) generation of a time-ordered stream of BGP measurement data; (iv) an API through which the user can specify and receive a stream.

We distribute BGPStream with the following independent modules: BGPRender, a command-line tool that outputs the requested BGP data in ASCII format; PyBGPStream, Python bindings to the libBGPStream API; BGPCorsaro, a tool that uses a modular plugin architecture to extract statistics or aggregate data that are output at regular time bins.

3.1 Goals and Challenges

We designed the BGPStream framework with the following goals:

- Efficiently deal with large amounts of distributed BGP data. In Section 2, we emphasized the importance of performing analyses by taking advantage of a large number of globally distributed VPs. However, dealing with such large amounts of data as well as the dis-
tributed and diverse nature (different timing, formats, etc.) of the VPs pose a series of technical challenges.

– **Offer a time-ordered stream of data from heterogeneous sources.** BGPStream aims to provide a unified sorted stream of data from multiple collectors. Record-level sorting (rather than interleaving dump files) is important in at least two cases: (i) when analyzing long time intervals where time alignment cannot be achieved by buffering the entire input, and (ii) when an input data source provides a continuous stream of data (rather than a discrete dump file), since such a stream cannot be interleaved at the dump file level.

– **Support historical and near-realtime data processing.** We consider two modes of operation: (i) **historical** - all the BGP data requested is available before the program starts; (ii) **live** - the BGP data requested becomes available while the program is running. In live mode, the BGPStream stack plus the user application, must process data faster than it is generated by VPs/collectors. We minimize BGPStream processing latency, thus maximizing the time available for near-realtime user applications to perform live Internet monitoring and measurements (Sections 4.3 and 6).

Live mode also introduces the problem of sorting records from collectors that may publish data at variable times. This problem involves a trade-off between: (i) size of buffers, (ii) completeness of data available to the application, (iii) latency. Since such a trade-off should be evaluated depending on the specific goals and resources of the user application, we design BGPStream to perform best-effort record interleaving in live mode and we defer to the application the choice of a specific solution (in Section 6.2, we provide a concrete example of such a solution).

– **Target a broad range of applications and users.** Potential applications of BGPStream are both in the field of network monitoring and troubleshooting as well as scientific data analysis. The target user base should not be limited to the availability of high-performance computing and/or cluster infrastructure. The BGPStream framework makes available a set of tools and APIs that suit different applications and development paradigms (e.g., historical data analysis, rapid prototyping, scripting, live monitoring).

– **Scalability.** Since the pervasiveness of BGP VPs is key to monitoring and understanding the Internet infrastructure, the number of VPs supported by collector projects continually grows. In parallel, the technological challenges (e.g., near-realtime detection of sophisticated man-in-the-middle attacks [19, 20]) require solutions of increasing complexity and computational demand. We designed BGPStream to enable deployment in distributed and “Big Data analytics” environments: e.g., Spark’s [2] native Python support makes BGPStream usable in such an environment out-of-the-box (Section 6.2).

– **Easily extensible.** Though our solution is designed to work with current standards and the most popular available data sources, we designed a stacked and modular framework, facilitating support for new technologies and data sources. BGPStream is indeed a project under evolution and is part of a coordinated effort with data providers, developers of complementary technologies, and users, to advance the state of the art in BGP monitoring and measurement data analysis [13, 17].

### 3.2 BGPStream Meta-Data Providers

One of the challenges in analyzing BGP measurement data is identifying and obtaining relevant data. Both RouteViews and RIPE RIS make data available over HTTP, with basic directory-listing style indexes into the data. Identifying the appropriate files for large-scale analysis (across multiple collectors and long time durations) involves either manual browsing and download, or scripting of a crawler tailored to the structure of each project’s repository. Downloading the data, may itself take a significant amount of time (e.g., all data collected in 2014 is ≈2TB). Moreover, since both projects continually add new data to their archives as it is collected (Section 2), near-realtime monitoring requires custom scripts to periodically scrape the websites and download new data. BGPStream hides all of these complexities through meta-data providers: components that provide access to information about the files hosted by local or remote data repositories (the Data Providers, e.g., the RouteViews and RIPE RIS archives).

We implemented such a meta-data provider as a web service called BGPStream Broker, responsible for (i) providing meta-data to libBGPStream, (ii) load balancing, (iii) response windowing for overload protection, (iv) support for live data processing. The Broker continuously scrapes data provider repositories, stores meta-data about new files into an SQL database, and answers HTTP queries to identify the location of files matching a set of parameters. An instance of the Broker is hosted at the San Diego Supercomputer Center at UC San Diego and is queried by default by a libBGPStream installation, allowing BGPStream to be used “out-of-the-box” on any Internet-connected machine.

The Broker stores only meta-data about files available on the official repository, not the files themselves. This approach minimizes the potential for a bottleneck since queries to, and responses from, the Broker are lightweight, with the actual data being served by external data provider archives. This configuration also makes it simple to add support for additional data providers, as well as provide load-balancing and redundancy as the Broker can transparently round-robin amongst multiple mirror servers or adopt more sophisticated policies (e.g., requests sent from UC San Diego machines are normally pointed to campus mirrors).

While the Broker Data Interface is the primary data access interface, we also provide three other interfaces for analysis of local files: **Single file, CSV file, and SQLite.** The following sections assume that the Broker is used as the Data Interface.
3.3 libBGPStream

3.3.1 Application Programming Interface

The libBGPStream user API provides the essential functions to configure and consume a stream of BGP measurement data and a systematic organization of the BGP information into data structures. The API defines a BGP data stream by the following parameters: collector projects (e.g., RouteViews, RIPE RIS), list of collectors, dump types (RIB/Updates), time interval start and either time interval end or live mode. A stream can include dumps of different type and from different collector projects.

On the BGPStream website [12] we provide tutorials with sample code to use the BGPStream API. In general, any program using the libBGPStream C API consists of a stream configuration phase and a stream reading phase: first, the user defines the meta-data filters, then the iteratively requests new records to process from the stream. Code can be converted into a live monitoring process simply by setting the end of the time interval to -1.

3.3.2 Interface to Meta-Data and Data Providers

To access data and meta-data from the providers, the library implements a “client pull” model, which enables efficient data retrieval without potential input buffer overflow (i.e., data is only retrieved when the user is ready to process it).

To implement this model, the system iteratively alternates between making meta-data queries to the Broker and accessing and processing the dump files whose URLs are returned by the Broker. When the Broker returns an empty set of dump file URLs, the system signals to the user that the stream has ended. In live mode however, the query mechanism is blocking: if the Broker has no data available, libBGPStream will poll until a response from the Broker points to new data for processing.

3.3.3 Data structures and error checking

libBGPStream processes dump files [9] composed of MRT records. While an update message is stored in a single MRT record, RIB dumps require multiple records. The BGPStream record structure contains a de-serialized MRT record, as well as an error flag, and additional annotations related to the originating dump (e.g., project and collector names).

To open MRT dumps, we use a version of libBGPdump [54] that we extended to: (i) read remote paths (HTTP and HTTPS), (ii) support reading from multiple files in parallel from a single process, and (iii) signal a corrupted read. libBGPStream uses this signal to mark a record as not-valid (status field) when the BGP dump file cannot be opened or if the dump is corrupted. libBGPStream also marks records that begin or end a dump file, allowing users to collate records contained in a single RIB dump.

An MRT record (and therefore a BGPStream record) may group elements of the same type but related to different VPs or prefixes, such as routes to the same prefix from different VPs (in a RIB dump record), or announcements from the same VP, to multiple prefixes, but sharing a common path (in a Updates dump record). To provide access to individual elements, libBGPStream decomposes a record into a set of BGPStream elem structures. Table 1 shows the fields that comprise a BGPStream elem. The AS path field contains all information present in the underlying BGP message, as specified in RFC 4271 [52], including AS_SET and AS_SEQUENCE segments. libBGPStream also provides convenience functions for easily iterating over segments in an AS path, accessing fields within a segment, and converting paths and segments to strings (using the same format as bgpdump). We do not currently expose all the BGP attributes contained in a MRT record in the BGPStream elem; we will implement the remaining attributes in a future release. The old state and new state fields refer to elems from RIPE RIS VPs. Each RIPE RIS collector maintains, for each VP, a Finite State Machine (FSM) for the status of the BGP session with the VP, we store the previous and current state of the FSM.

Table 1: BGPStream elem fields.

<table>
<thead>
<tr>
<th>Field</th>
<th>Type</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>type</td>
<td>enum</td>
<td>route from a RIB dump, announcement, withdrawal, or state message</td>
</tr>
<tr>
<td>time</td>
<td>long</td>
<td>timestamp of MRT record</td>
</tr>
<tr>
<td>peer address</td>
<td>struct</td>
<td>IP address of the VP</td>
</tr>
<tr>
<td>peer ASN</td>
<td>long</td>
<td>AS number of the VP</td>
</tr>
<tr>
<td>prefix*</td>
<td>struct</td>
<td>IP prefix</td>
</tr>
<tr>
<td>next hop*</td>
<td>struct</td>
<td>IP address of the next hop</td>
</tr>
<tr>
<td>AS path*</td>
<td>struct</td>
<td>AS path</td>
</tr>
<tr>
<td>community*</td>
<td>struct</td>
<td>community attribute</td>
</tr>
<tr>
<td>old state*</td>
<td>enum</td>
<td>FSM state (before the change)</td>
</tr>
<tr>
<td>new state*</td>
<td>enum</td>
<td>FSM state (after the change)</td>
</tr>
</tbody>
</table>

* denotes a field conditionally populated based on type

3.3.4 Generating a sorted stream

libBGPStream generates a stream of records sorted by the timestamps of the MRT records they encapsulate. Collectors write records in dump files with monotonically increasing timestamps. However, additional sorting is necessary when the stream is configured to include MRT records stored in files with overlapping time intervals\(^2\), which occurs in two cases: (i) when reading dumps from more than one collector (inter-collector sorting); (ii) when a stream is configured to include both RIB and Updates dumps (intra-collector sorting).\(^2\)

\(^2\) We define the time interval associated with a dump file as the time range covered by the timestamps of its records.
in the set and iteratively merge: libBGPStream simultaneously opens all the files.

The subsets we obtain this way typically contain up to 500. The computational cost of sorting is negligible compared to the cost of actually reading records from the dump files. Then a multi-way merge is applied separately to the two sets, yielding the stream depicted at the bottom.

Figure 3: Intra- and inter-collector sorting in libBGPStream. An example showing how RIB and Updates dumps generated by a RIPE RIS collector (RRC01) and a RouteViews collector (RV2) are interleaved into a sorted stream. The 30 minutes (10 files) of BGP data are first separated into two disjoint sets (of 6 and 4 files) based on overlapping file time intervals. Then a multi-way merge is applied separately to the two sets, yielding the stream depicted at the bottom.

sorting). Since each file can be seen as an ordered queue of records, in practice libBGPStream performs a multi-way merge [38] on such queues.

Given the current number of collectors in RouteViews and RIS (about 30), and that the broker returns in each response a set of dump file URLs (dump file set) spanning up to 2 hours of data, the number of files to read can be up to \( \approx 500 \). The computational cost of the multi-way merging is proportional to the number of queues (files) considered. We therefore break the dump file set into disjoint subsets, ensuring that we place files with overlapping time intervals in the same subset, and apply multi-way merge to each. This problem is exacerbated by the fact that the duration of Updates dumps vary between projects (e.g., RouteViews 15 min, RIPE RIS 5 min). We minimize the number of files per subset by iteratively applying the following steps until we process all files: (1) initialize a new subset with the oldest file in the set; (2) recursively add files with time intervals overlapping with at least one file already in the subset; (3) remove from the set the files in the subset. The subsets we obtain this way typically contain up to \( \approx 150 \) files. For each of them, we perform the multi-way merge: libBGPStream simultaneously opens all the files in the set and iteratively (i) extracts the oldest MRT record from such files, and (ii) uses the MRT record to populate a BGPStream record (Figure 3).

We empirically tested the cost of our sorting algorithm by using libBGPStream to process one day of Update and RIB dumps from all collectors of RouteViews and RIPE RIS, and confirmed that the cost of sorting is negligible compared to the cost of actually reading records from the dump files.

4. ANALYSIS OF SPECIFIC EVENTS AND PHENOMENA

While users can write code that directly uses the BGPStream C API, we provide solutions that allow complex measurement experiments to be expressed with little to no code. We show how BGPReader and PyBGPStream can rapidly address a variety of research tasks.

4.1 ASCII command-line tool

BGPReader is a tool to output in ASCII format the BGPStream records and elems matching a set of filters given via command-line options. This tool is meant to support exploratory or ad-hoc analysis using command line and scripting tools for parsing ASCII data. BGPReader can be thought of as a drop-in replacement of the analogous bgpdump tool (a command line option sets bgpdump output format), which is widely used by researchers and practitioners. However, BGPReader adds features such as the support to read data from multiple files, collectors, and projects in a single process, the ability to work in live mode and various filters.

For example, the following command line will dump on stdout a (sorted) stream of lines, each representing BGP updates from all the RouteViews and RIS collectors which are related to subprefixes of 192/8 and observed since May 12th 2016:

```
bgreader -w 1463011200 -t updates -k 192.0.0.0/8
```

The command will run indefinitely, outputting new data as it is made available by the data sources.

4.2 Python bindings

PyBGPStream is a Python package that exports all the functions and data structures provided by the libBGPStream C API. We bind directly to the C API instead of implementing the BGPStream functions in Python, in order to leverage both the flexibility of the Python language (and the large set of libraries and packages available) as well as the performance of the underlying C library. Even if an application implemented in Python using PyBGPStream would not achieve the same performance as an equivalent C implementation, PyBGPStream is an effective solution for: rapid prototyping, implementing programs that are not computationally demanding, or programs that are meant to be run offline (i.e., there are no time constraints associated with a live stream of data).

In Listing 1, we show a practical example related to a research topic commonly studied in literature: the AS path inflation [33]. The problem consists in quantifying the extent to which routing policies inflate the AS paths (i.e., how many AS paths are longer than the shortest path between two ASes due to the adoption of routing policies), and it has practical implications, as the phenomenon directly correlates to the increase in BGP convergence time [40]. In less than 30 lines of code, the program compares the AS-path length observed in a set of BGP RIB dumps and the corresponding shortest path computed on a simple undirected graph built using the AS adjacencies observed in the AS paths. The program reads the 8am RIB dumps provided by all RIS and RouteViews collectors on August 1st 2015, and ex-
Listing 1 Calculate AS path inflation in \( \approx 30 \) lines of code. Shows a fully-functional Python script that processes the 8am RIB dumps from all RouteViews and RIPE RIS collectors on August 1 2015, and compares the AS-path length observed in a set of BGP RIB dumps with the corresponding shortest path computed on a simple undirected graph built using the same BGP data.

```python
from _pybgpstream import BGPStream, BGPRecord, BGPElem
from collections import defaultdict
import networkx

# create and configure new BGPStream instance
stream = BGPStream()
rec = BGPRecord()

# request RIB data from Aug 1 2015 7:50am -> 8:10am (UTC)
stream.add_interval_filter((1438415400, 1438416600), 8, 12)

# create datastructures for the undirected graph and path lengths
as_graph = nx.Graph()
bgp_lens = defaultdict(lambda: defaultdict(lambda: None))

# consume records from the stream
while(stream.get_next_record(rec)):
    # process all elements of each record
    elem = rec.get_elem()

    # split the AS path into segments
    hops = [x for x, y in groupby(elem.fields['as-path']).split(' ')]

    # sanitize: ignore local routes
    if len(hops) > 1 and hops[0] == elem.peer_asn:
        hops = [hops[1]]

    # add all edges to the NetworkX graph
    for i in range(len(hops) - 1):
        as_graph.add_edge(hops[i], hops[i + 1])

    bgp_lens[elem.monitor][elem.origin] =
        min(filter(lambda hop: hop == True,
                    [bgp_lens[monitor][origin].len(hops) + 1]
                    for origin in bgp_lens[monitor].keys() if
                    origin != elem.origin)

    eelem = rec.get_elem()

# compare actual BGP path lengths to computed shortest path
for origin in bgp_lens[monitor].keys():
    nxlen = len(as_graph.shortest_path(as_graph, monitor, origin))
    print monitor, origin, bgp_lens[monitor][origin], nxlen
```

It further simplifies the task of analyzing heterogeneous BGP data, especially if we want such analysis to be systematically applied to different datasets and repeatable. To perform exactly the same experiment described here without using BGPStream, a researcher would have to manually identify and download all the data and write a parser for bgpdump ASCII output (besides writing the same core analysis logic). In addition, if a researcher wants to perform the same type of analysis on different sets of data (e.g., time window, subset of collectors, data collection projects) they would need to repeat the manual work of identifying and downloading all the files needed or, more realistically, develop a configurable crawler supporting the file hierarchies and naming conventions of different collection projects. Moreover, if another research task requires code to be aware of data collection time, type (RIB and Updates dumps) and provenance (collector, project), a researcher would need to build a data indexing system accessible to analysis code. While such efforts are doable, first they represent an added cost that greatly outweighs the cost of writing the core analysis code and devides focus from the specific research task. Second, in a research context, similar efforts typically result in a mix of ad-hoc code and scripts that make sharing for reproducibility purposes improbable. Finally, since a script using PyBGPStream embeds the full definition of the input data used for an experiment, it further fosters reproducibility of experimental results.

4.3 Timely Additional Measurements

In this section, we show how BGPStream can be combined with RIPE Atlas [55], a large-scale distributed infrastructure for active measurements, to enable timely analysis of customer-triggered BGP policies.

To mitigate the collateral damage of a DoS attack, a customer may use the Remotely Triggered Black-Holing (RTBH) technique to request its transit providers or peers to divert all the traffic towards its targeted IP addresses to a *null interface*, which drops all the incoming traffic [39]. Providers who support RTBH define a BGP community [15] [59] that can be used by their customers to signal IP ranges to be black-holed. Since BGP communities lack standardization, the black-holing communities can differ among different providers [26], therefore multi-homed customers may need to set multiple black-holing communities to request black-holing from more than one of their providers. RTBH is effective on minimizing the collateral damage of DoS attacks, at the expense of taking the target completely offline. To limit the number of hosts adversely affected by black-holing, providers often restrict black-holing only to /32 prefixes, although shorter prefixes may also be allowed depending on each provider’s policy. The lack of standardization regarding RTBH policies means that the impact of RTBH can be difficult to predict. Dietzel et. al. have studied the use of RTBH from the perspective of a large European IXP [25]. In this case study, we

tracts the minimum AS-path length observed between a VP and each origin AS. While reading the RIB dumps, the program also maintains the AS adjacencies observed in the AS path. We then use the NetworkX package [47] to build a simple undirected graph (i.e., a graph with no loops, where links are not directed) and we compute the shortest path between the same <VP, origin> AS pairs observed in the RIB dumps. In this example, we compare path lengths of 10M unique <VP, origin> AS pairs and find that, in more than 30% of cases, inflation of the path between the VP’s AS and the origin AS accounts for 1 to 11 hops. Compared to the study of Gao and Wang, who analyzed RouteViews data from year 2000 and 2001 [33], these numbers show more inflated paths (>30% instead of >20%) and a consistent number of max additional hops (11 instead of 10).

In conclusion, this case study shows that BGPStream
combine data-plane and control-plane measurements to demonstrate how we can gain a better understanding of how black-holing is implemented and its effects. Our purpose is to illustrate how BGPStream filters and live-mode streams facilitate complicated measurements that otherwise would require enormous instrumentation efforts, rather than providing a complete study of RTBH.

We identify as an RTBH request any triple of (collector, VP, prefix) that is tagged with at least one black-holing community from a list we compiled by parsing the IRR records and technical support websites for 30 ASes (13 Tier-1 providers, 12 multinational ISPs, and 5 academic networks). We respectively mark the start of an RTBH request when we first observe a BGP update with a black-holing community attached on a prefix that was previously announced without such a community, and the end when such prefix is re-advertised without it or explicitly withdrawn.

We executed our RTBH measurements between 20-29 April 2016 by continuously listening to BGP updates from the route-views2 and RRC12 collectors, for IPv4 prefix announcements tagged with black-holing communities. Almost 80% of the RTBH requests we detected have a duration of less than a day, while 20% have a duration of less than 40 minutes. These observations are consistent with previous studies on DoS attack duration [6,25]. Therefore, it is important to minimize the delay between the application of black-holing communities and the detection time, in order to avoid missing the time window during which we can execute traceroute measurements toward the black-holed prefixes. To minimize latency between BGP and traceroute measurements, we utilize two BGPStream streams (within the same Python script) running in live mode to collect BGP updates. We apply community-based filters to the first stream so that it only yields prefix announcements tagged with at least one black-holing community. Whenever we observe a RTBH request from this stream, we add a filter for the black-holed prefix to the second stream to capture explicit or implicit withdrawals. Using two streams in this manner provides a clear separation of concerns, simplifying the logic in our Python script. That is, one stream triggers investigation of a prefix, whereas the other (possibly) triggers the completion of investigation.

Upon detecting the start of an RTBH request we orchestrate a set of paris ICMP traceroutes towards a random IP address in the corresponding prefix. We select currently-active RIPE Atlas probes from: (i) the visible AS neighbors of the origin AS, (ii) ASes that are co-located in the same IXPs as the origin AS, (iii) the same country of the target IP (to account for potentially invisible peripheral peering inter-connections). Our measurements are timely in most of the cases: we are able to probe over 95% and 90% of the black-holed prefixes, respectively for updates collected from RIPE RIS and RouteViews, before the RTBH is switched off. We also repeat the same traceroutes as we detect the end of the RTBH request.

In total, we discovered 482 black-holed prefixes, originated by 67 different ASes. 398 of the black-holed prefixes had a length longer than /24, 397 of which had a length of /32 (single hosts). Contrary to the best practices that recommend the suppression of black-holed prefix advertisements [16,39] or prefixes that are too specific [27], during the short period of our experiment we observed a non-trivial number of black-holed prefixes that propagated beyond the AS that defined the back-holing communities. Namely, the corresponding ASes applied neither the egress filter for black-holed prefixes, nor the egress filter for too specific prefixes. Past works found that prefixes longer than /24 are visible to 20% – 30% of the monitors at the BGP collectors [4,10]. In Section 5 we briefly analyze the propagation of BGP communities as it is visible from BGP collectors. However, the control-plane propagation of the black-holed prefixes beyond the network that applies the black-holing has not been analyzed before. From
our measurement results, we remove prefixes for which we could not obtain traceroutes from the same set of Atlas probes between the two measurements (due to fluctuations in the availability of the probes), obtaining 253 prefixes that we briefly investigate (Figure 4).

Figure 4a shows the fraction of traceroutes that reach each destination. In this graph we do not include destinations that traceroutes do not reach after the RTBH, resulting in 100 destinations examined: after the RTBH 83% destinations are reached by at least 95% of the traceroutes, whereas during the RTBH 77% of the destinations are reached by less than 5% of the traceroutes and 73% are never reached by any probe. These numbers clearly show a change in data-plane reachability. Interestingly, during RTBH, 13% of the destinations are only partially reachable (between 20% and 80% reachability). For these destinations, we manually verified that traceroutes from customers or peers of the origin AS could still reach the black-holed destination, while AEs in the upstream path failed.

Although these results indicate a change in data-plane reachability during the RTBH events, the DoS attack itself may be the cause of traceroutes not reaching a host normally responding. However, if RTBH is in place the traffic is supposed to be dropped at the border routers [39, 61]. To dig deeper, in Figure 4b (where we consider all the 253 prefixes) we look at reachability at the level of the origin AS instead of the end host. On one hand, we find that the majority of the destinations (190) experience traceroutes that frequently fail (i.e., 40% reachability or less) to reach the origin AS. On the other hand, the vast majority of destinations show full reachability of the origin AS after the RTBH.

This preliminary finding is consistent with the expected behavior when RTBH is employed, and we plan to investigate it further in future work.

In conclusion, this case study shows that we are able to easily instrument combined passive control-plane and active data-plane measurements to capture and investigate transient routing policies. Without the capability to stream and filter BGP updates in near-realtime, we would be unable to capture the data-plane paths of the short-lived black-holing events. The alternative to BGPStream (or a system that implements the same features) would have been to continuously run traceroute scans against the entire address space which is impractical given the immense resource requirements of such an exhaustive probing.

5. ANALYSIS OF MASSIVE DATASETS

In this section, we showcase simple case studies to demonstrate that BGPStream’s Python bindings are readily usable in a Big Data workflow. We deploy PyBGPStream scripts in an Apache Spark [2] environment running on a 15-node cluster (240 CPUs and 960GB of RAM) to extract statistics of BGP across the last 15 years. We make these scripts available at [14] as a starting point for other researchers to use PyBGPStream with Spark for their own analyses. In addition, our examination highlights how certain features of the BGP eco-system (e.g., average size of the routing table) appear different depending on the data sources and data types picked from the heterogeneous BGP measurement infrastructure currently available to researchers, thus providing a reference for future research.

In all our analyses, we processed the midnight RIB dumps of the 15th day of each month from January 2001 to January 2016: more than 3000 RIB dumps, totalling approximately 44 billion BGP elems. The running times of the various analyses range between ≈1 and 24 hours. All our Python scripts share a common structure: (i) we build a list of data partitions splitting the data by time range and BGP collector and instruct Spark to create a Resilient Distributed Dataset (a data structure split across many nodes)\(^3\); (ii) we map a Python function to execute for every element in the list; this function represents the core of the BGPStream routines for data extraction; e.g., it creates the stream (defining filters etc.) and it executes nested while loops – per BGP record and per BGP elem – such as the one in Listing 1; this operation results in the creation of as many streams as list elements; (iii) we specify three independent reduction operations: per VP, per collector, overall. We also provide a hello-world template script that follows this pattern [14].

In our first analysis, we study the growth of the IPv4 routing table in BGP speakers over time (calculated as the number of unique prefixes in the Adj-RIB-out of each VP). There are three observations in this analysis useful as future reference for similar studies: (i) partial-feed VPs, i.e., those showing significantly smaller Adj-RIB-outs, are numerous and significantly skew the distribution; Figure 5a shows a heatmap of data from 2,296 VPs, with warmer colors representing a higher concentration of points from different VPs; only 710 out of 2,296 VPs are within 20 percentage points of the maximum at each time bin (we adopt this definition of full-feed VP in the following); (ii) two collectors (RouteViews kixp and soxr) do not have a single full-feed peer, thus may not provide enough information for most analyses; (iii) we find that both the RouteViews and RIPE RIS repositories occasionally miss RIB dumps (34 per year on average) on midnight of the 1st day of the month (thus we perform our analyses with data from the 15th day of the month). In this analysis, we also compute, at each level of aggregation (VP, collector, overall), the number of unique prefixes and ASes observed, which we use to normalize data in the other analyses.

Figure 5b shows the results of analysis in which identified MOAS (Multi Origin AS) prefixes [64]. Study and detection of MOAS prefixes is relevant to many problems [36], including the detection of BGP hijacking.

\(^3\)We also specify the number of slices, typically 2-3 times the number of cores in the cluster.
activity [20]. Figure 5b plots the number of unique sets of ASes (MOAS sets in the following) contributing to MOAS prefixes aggregated into overall (top blue line) and per-collector (other lines). Besides the slow growth in observable MOAS sets over time, this graph highlights that to obtain a better view of MOAS prefixes, it is important to analyze data from as many collectors as are available: the number of MOAS sets identified in the overall aggregation is always significantly larger than the maximum number identified by a single collector.

We then calculated the number of transit ASes (ASes appearing in the middle of an AS path) observed for both IPv4 and IPv6. Figure 5c shows that for IPv4, despite the nearly-linear growth in the number of ASes, the fraction of transit ASes over time has been constant! For IPv6 in contrast, overall there has been a constant decay in the fraction of transit ASes (edge growing faster than transit). However, around 2012, this decay slowed considerably, while the total number of IPv6 ASes kept a fast rate: the IPv6 graph is growing fast while its edge and transit portions recently started growing at similar paces! (Approaching the property we observed in the IPv4 graph over the last 15 years.) As of January 2016, however, the fraction of transit ASes is much larger in IPv6 (21% vs 16%), reflecting a smaller adoption of IPv6 at the edge.

In the final analysis we conducted with Spark, we investigated how BGP communities propagate and are visible via the RouteViews and RIPE RIS measurement infrastructures. BGP communities can be used to study several relevant Internet phenomena, such as complex AS relationships [34], traffic engineering policies [51], DDoS mitigation (Section 4.3). We collected unique communities appearing in IPv4 paths and we found that the number of observable communities over time increased from \(\approx 800\) (January 2001) to \(\approx 40,000\) (January 2016). In the rest of this section we focus on the most recent data (January 2016). By counting only the AS identifier portion of each community (which typically refers to the AS targeted by or generating the community), we observed approximately 4,000 ASes using communities. We observe communities only through \(\approx 83%\) of the VPs, showing that many BGP speakers strip out communities from AS paths before propagating them. By observing the full paths, we find that at least 1,000 ASes propagate BGP communities (out of the more than 8,000 transit ASes found in the previous
analysis). In practice, since the number of communities a VP observes depends on the filtering by the ASes in its vicinity, analysis requiring either diversity of BGP communities or communities from a specific AS requires a careful choice of VPs/collectors. Figure 5d, shows the VPs as circles (inner colored circles) with diameter proportional to the number of distinct AS identifiers (inferred from the two most-significant bytes of the community value) in the BGP communities they observe. The aggregated data (by collector and by data collection project) are depicted as grey circles, and highlight which collectors observe a more heterogeneous set of BGP communities: RouteViews collectors route-views2 (3,624), linx (3,262), route-views4 (3,236), and RIPE RIS collectors rrc04 (2,979), rrc01 (2,947), and rrc12 (2,886). We selected the two collectors used for the analysis in Section 4.3 based on these data.

Performing analyses such as those discussed in this section without using BGPStream requires considering scalability issues (besides the efforts described in Section 4.2: crawling, data indexing, ASCII output parsing). For example, the amount of data needed for large longitudinal analyses may preclude a-priori download. In this case, a researcher would need to develop a system to dynamically download a moving window of data for consumption by analysis code. However, such a solution will turn storage into a potential bottleneck, since the size of the window limits the number of processing units that can run in parallel. A better solution would instead enable processing scripts to download data on demand, which is close (but still suboptimal) to the functionality provided by libBGPStream (which does not download the file to disk but streams it to the script directly from the HTTP connection). Another benefit of such functionality in a cluster-computing context is that it reduces the overhead of data locality optimization, since it implicitly co-locates each data block with the appropriate processor.

6. CONTINUOUS MONITORING

6.1 Lightweight monitoring: BGPCorsaro

BGPCorsaro is a tool to continuously extract derived data from a BGP stream in regular time bins. Its architecture is based on a pipeline of plugins, which continuously process BGPStream records. Plugins can be either:

- Stateless: e.g., performing classification and tagging of BGP records; plugins following in the pipeline can use such tags to inform their processing.

- Stateful: e.g., extracting statistics or aggregating data that are output at the end of each time bin. Since libBGPStream provides a sorted stream of records, BGPCorsaro can easily recognize the end

An interactive, high-resolution version of this graph, as well as the equivalent for IPv6, are available at [14].

Figure 6: Monitoring of GARR (AS137) IP space using the pfxmonitor plugin. The green line is the number of unique prefixes announced over time. The blue line is the number of unique origin ASes that announce them: the spikes identify four hijacking events in which AS 198596 announces part of the IP space belonging to AS137.

Both the core and the plugins of BGPCorsaro are written in C in order to support high-speed analysis of historical or live data streams. In Section 6.2, we describe a deployment of BGPCorsaro that runs 24/7 as a part of our global Internet monitoring infrastructure.

As a sample plugin, we describe a stateful plugin that monitors prefixes overlapping with a given set of IP address ranges. For each BGPStream record, the plugin: (1) selects only the RIB and Updates dump records related to prefixes that overlap with the given IP address ranges. (2) tracks, for each <prefix, VP> pair, the ASN that originated the route to the prefix. At the end of each time bin, the plugin outputs the timestamp of the current bin, the number of unique prefixes identified and, the number of unique origin ASNs observed by all the VPs.

We use a BGP hijacking event reported by Dyn Research, the hijacking of Italian Academic and Research Network (GARR) prefixes on January 7th 2015 [45], to demonstrate this plugin. We configured the plugin to process data from all available RouteViews and RIPE RIS collectors for January 2015, setting the time bin size to 5 minutes, and providing as input to the plugin the IP ranges covered by the 78 prefixes originated by AS137 (GARR) as observed on January 1st, 2015. Figure 6 shows a graphical representation of the two time-series generated by the plugin: the number of unique announced prefixes (in green) and number of unique origin ASNs (in blue). While a small oscillation of the number of prefixes announced is expected (as prefixes can be announced as aggregated or de-aggregated), in 4 cases the number of unique announcing ASes shifts from 1 to 2, for about 1 hour. Through manual analysis, we found that during these spikes a portion of GARR’s IP space (specifically, 7 /24 prefixes) was also announced by TehnoGrup (AS 198596), a Romanian AS that appears to have no relationship with GARR. The report
by Dyn Research describes a single attack on January 7th. However, given the similar nature of the other three events visible in the graph (1st, 5th and 8th of January), the plugin output suggests that three additional attacks occurred. Although this approach cannot detect all types of hijacking attacks, it is still a valid method to identify suspicious events and serves to demonstrate how users can leverage the capabilities of BGPCorsaro by writing plugins specific to their application.

6.2 Monitoring the Global Internet

In this section, we present a distributed architecture built on top of BGPStream and leveraging Apache Kafka [1] (a distributed messaging system) to perform continuous global BGP monitoring. Our goal is two-fold: we demonstrate how BGPStream enables and simplifies developing complex global monitoring infrastructure and we present our architectural solutions to challenges that arise in this context.

To frame context and motivation for developing such complex architectures, let us consider two sample applications, our “Internet Outages: Detection and Analysis” (IODA) [23] and “Hijacks” [20] research projects. In IODA we monitor the Internet 24/7 to detect and characterize phenomena of macroscopic connectivity disruption [21] [22]. In the case of BGP, our objective is to understand whether a set of prefixes (e.g., that share the same geographical region, or the same origin AS) are globally reachable or not. Information from a single VP is not sufficient to verify the occurrence of an outage, in fact, a prefix may be not reachable from the VP because of a local routing failure. On the other hand, if several VPs, topologically and geographically dispersed, simultaneously lose visibility of a prefix, then the prefix itself is likely undergoing an outage. In Hijacks, we are interested in detecting and analyzing BGP-based traffic hijacking. Since most common hijacks manifest as two or more ASes announcing exactly the same prefix, or a portion of the same address space at the same time, detecting them requires comparing the prefix reachability information as observed from multiple VPs.

In order to detect these events in a timely fashion, we need to maintain a global (i.e., for each and every VP) view of BGP reachability information updated with fine time granularity (e.g., few minutes). Such a continuously updated global view can be useful in many other applications, such as tracking AS paths containing a particular AS, verifying the occurrence of a route leak, spotting new (suspicious) AS links appearing in the AS-graph, etc.

We sketch our proposed architecture in Figure 7: multiple BGPCorsaro process data (one instance per collector, in order to distribute the computation across multiple CPUs/hosts), their output is stored into an Apache Kafka cluster and further processed by applications (consumers) based on meta-data generated by synchronization servers. In the following sections, we describe the main components of this architecture and which challenges they address: Section 6.2.1 explains how we efficiently and accurately reconstruct the observable LocRIB of each VP; Section 6.2.2 illustrates our solution to reduce the amount of data we store and later process with the consumers; Section 6.2.3 shows how we solve the problem of supporting different synchronization mechanisms based on the application requirements; finally, in Section 6.2.4 we provide an example of applications implemented as a consumer.

6.2.1 Reconstructing VPs routing tables

RIB dumps are typically available every 2 or 8 hours. Our goal is to reconstruct snapshots of the observable LocRIB (herein referred to as the routing table) of each VP with a granularity of 1 or few minutes. For this purpose, we developed a BGPCorsaro plugin, called routing-tables (RT). The RT plugin uses a RIB dump as a starting reference and then relies on the Updates dumps to reconstruct the evolution of the routing table, using subsequent RIB dumps for sanity checking and correction. However, since this is an inference process based on distributed collection of heterogeneous measurement data, multiple things can go wrong: BGP sessions going down, corrupted data, dump files published out of order, etc. We address this problem by maintaining a finite state machine and data structures that model the state of the VP, its routing table, and our confidence that the modeled data is accurate. In particular, we deal with the following four special events: E1. We ignore all records of a RIB dump if libBGPStream marks at least one of its records as corrupted. E2. Since records from a single RIB dump have timestamps often spanning several minutes and RIB and Update dumps may be published out of order, it is possible for the plugin to receive a RIB dump with some records that are
starts in the (un)availability of a consistent routing table. The FSM and consistent routing table between up and down-RIB-application, and, for the vast majority of time, it oscillates between up and up-RIB-Application.

The two macro states (consistent routing table and unavailable routing table) represent the (un)availability of a consistent routing table. The FSM starts in the down state, then it usually moves to down-RIB-Application, and, for the vast majority of time, it oscillates between up and up-RIB-Application.

When a new RIB dump starts, the VP’s state moves to down-RIB-application (1). During this phase, the plugin populates the shadow cells with the information received from the RIB dump records and the main cells with Updates dump records. The VP’s state becomes up (3) once the entire RIB dump is received; when in this state the routing table is determined to be an accurate representation of the VP’s routing table. Each new announcement or withdrawal record triggers modification of the main cell, whereas if a new RIB dump starts, the VP’s state transitions to up-RIB-application (4), a state similar to (3) but whereby the RIB dump records modify the shadow information of the cells. Once the RIB ends, the shadow and main cells are merged (as described previously) and the VP transitions to state (3) again. In addition, a corrupted Updates dump record forces the state to be down (E3). Reception of an Updates dump record carrying a state message with the Established code [52] moves the VP’s state to up (E4), whereas reception of any other state message indicates that the connection between the VP and the collector is not established, and therefore, the VP is considered down (E4).

To evaluate the accuracy of our approach, we periodically compare the information in the current and shadow cell. RIS and RouteViews error probabilities – defined as the number of mismatching prefixes over the sum of all VPs’ prefixes – calculated over 12 months across 31 collectors, are $10^{-5}$ and $10^{-3}$ respectively. We find that mismatches are usually caused by unresponsive VPs for which we do not have state messages (e.g., RouteViews), or by a collector not applying all incoming update messages before starting its RIB dump (but applying them afterwards, even if they have been already assigned a timestamp).

6.2.2 IO routines: diffs, (de)serialization, Kafka

At the end of each time bin, the RT plugin transmits the reconstructed routing table of each VP to a Kafka cluster. However, in order to reduce the volume of data to be stored and later processed by the consumers, we developed routines that allow the RT plugin to compute the difference between the routing table generated at the previous time bin and the current one and transmit only the changed portions (which we call diff cells). Consumers use complementary routines to retrieve the data from Kafka and reconstruct a full routing table by applying diffs to the previously stored version. The resulting data structure marks the updated portions of the routing table, allowing a consumer to limit its analysis to only these data. We periodically (e.g., 1 hour) also store entire (non-diff) routing tables in the Kafka cluster that applications can use for synchronizing in order to receive future diffs.

Figure 9 highlights the advantage (in terms of number of processed BGP elems) of processing only diffs between routing tables instead of processing every update.

5Each RIPE collector maintains, for each VP, a finite state machine for the status of the BGP session with the VP and dump specific messages when state transitions occur. RouteViews collectors do not dump such state messages, hence the plugin may maintain a stale routing table for a VP that is actually down. To mitigate this problem, we also declare a VP down if none of its routes are present in the latest RIB dump.
message. We run the RT plugin on data from route-views2 for the month of March 2016: in the graph, the red circles show the average (bottom) and maximum (top) number of BGP elems extracted from BGP update messages in each time bin, whereas the blue squares show the number of diff cells between consecutive routing tables. When the time bin is 1 minute, there are on average more than 3 times fewer diff cells than BGP elems, indicating that there is redundancy in update messages even at such short time scales. As the size of the time bin increases, the reduction factor also increases, at the expense of time granularity; a time bin of 1 hour yields ≈13 times fewer diff cells than BGP elems. Also, the maxima show that by processing diffs, consumers are more resilient to bursts of updates (e.g., as a result of prefixes flapping).

6.2.3 Data synchronization

Different collectors, and in general different data sources, provide data with variable delay. Performing data synchronization requires a trade-off between latency, amount of data available at processing time, and memory footprint. The optimal point in such a trade-off depends on the specific application goals and requirements. A monitoring application may require data from all (or a given fraction of) available sources for the current time bin regardless of latency. Other applications may have stringent real-time requirements and prefer to explicitly set a time-out. For example: in realtime detection of hijacking, we set a time-out of a few minutes to execute traceroutes as soon as a suspicious BGP event is detected; in the IODA application instead, we relax latency constraints in favor of data completeness and we use a time-out of 30 minutes, since it results in RT routing tables from all the VPs to be available for consumption for 99% of the time bins (we verified it on data from 2014 and 2015).

We designed a system based on meta-data stored in Kafka and multiple sync servers, each implementing a different synchronization mechanism: each BGP Corsaro RT plugin writes in the Kafka queue, along with the routing tables, indexing meta-data; such meta-data is monitored by the sync servers, which based on the synchronization criterion they implement, inject meta-data into their own topic in the Kafka queue to mark data as ready for consumption. By using Kafka, the resulting system is horizontally scalable (since Kafka supports distributing data across many nodes) and robust (e.g., due to data replication). In addition, since sync servers only handle lightweight meta-data which have a small memory footprint, they do not affect scalability.

6.2.4 Consumers

Consumers implement routines that analyze the routing tables retrieved from Kafka to perform event detection, extraction of statistics to output as time series etc. We developed two consumers for near-realtime detection of per-country and per-AS outages. Both consumers select the prefixes observed by full-feed VPs and monitor the visibility of these prefixes by computing the number of prefixes geo-located to each country and announced by each AS. The consumers store this data into their own topic in the Kafka queue to mark data as ready for consumption. By using Kafka, the resulting system is horizontally scalable (since Kafka supports distributing data across many nodes) and robust (e.g., due to data replication). In addition, since sync servers only handle lightweight meta-data which have a small memory footprint, they do not affect scalability.

Figure 9: RT diffs vs. BGP elems. Results from running the RT plugin on data from route-views2 for the month of March 2016: average and maximum number (bottom and top graphs respectively) of BGP elems (red circles) and diff cells published by the RT plugin (blue squares) in each time bin.

Figure 10: Visible Iraqi prefixes (June, 20- July, 2015). Number of prefixes observable in BGP that geolocate to Iraq (blue line, y2 axis) and number of unique prefixes announced by the 5 top Iraqi providers (stacked lines, y1 axis). An observable series of ≈3-hour outages starts on June 27, and ends on July 15. According to the media, the local government ordered complete shutdowns of the Internet service in the country.

7. CONCLUSIONS

BGPStream targets a broad range of applications and users. We hope that it will enable novel analyses, development of new tools, educational opportunities, as
well as feedback and contributions to our platform. In addition, since code and scripts using BGPStream embed the definition of the public data sources used for an experiment, BGPStream significantly eases the reproducibility of experimental results.

BGPStream development is part of a collaborative effort with other researchers and data providers, such as Cisco, RouteViews and BGPMon, to coordinate progress in this space [17]. We plan to release new features in the near future, including support for more data formats (e.g., JSON exports from ExaBGP [31], OpenBMP [30]). In particular, adding native support for OpenBMP will enable processing of streams sourced directly from BGP routers.
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